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Objective: In the digital age, patients turn to online sources for lumbar spine fusion infor-
mation, necessitating a careful study of large language models (LLMs) like chat generative 
pre-trained transformer (ChatGPT) for patient education.
Methods: Our study aims to assess the response quality of Open AI (artificial intelligence)’s 
ChatGPT 3.5 and Google’s Bard to patient questions on lumbar spine fusion surgery. We 
identified 10 critical questions from 158 frequently asked ones via Google search, which 
were then presented to both chatbots. Five blinded spine surgeons rated the responses on a 
4-point scale from ‘unsatisfactory’ to ‘excellent.’ The clarity and professionalism of the an-
swers were also evaluated using a 5-point Likert scale.
Results: In our evaluation of 10 questions across ChatGPT 3.5 and Bard, 97% of responses 
were rated as excellent or satisfactory. Specifically, ChatGPT had 62% excellent and 32% 
minimally clarifying responses, with only 6% needing moderate or substantial clarification. 
Bard’s responses were 66% excellent and 24% minimally clarifying, with 10% requiring 
more clarification. No significant difference was found in the overall rating distribution be-
tween the 2 models. Both struggled with 3 specific questions regarding surgical risks, suc-
cess rates, and selection of surgical approaches (Q3, Q4, and Q5). Interrater reliability was 
low for both models (ChatGPT: k = 0.041, p = 0.622; Bard: k = -0.040, p = 0.601). While 
both scored well on understanding and empathy, Bard received marginally lower ratings in 
empathy and professionalism.
Conclusion: ChatGPT3.5 and Bard effectively answered lumbar spine fusion FAQs, but 
further training and research are needed to solidify LLMs’ role in medical education and 
healthcare communication.
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INTRODUCTION

Lumbar spine fusion surgery, a pivotal procedure in address-
ing diverse spinal pathologies, has evolved remarkably over re-
cent years and is one of the most frequently performed neuro-
surgical procedures worldwide.1 Due to multiple pathologies, 
presentations, and surgical approaches, patients may often find 
it daunting to understand the intricacies of lumbar fusion sur-
gery, including its potential risks, benefits, and postoperative 
trajectories.2

In today’s digital era, a substantial number of patients turn to 
online platforms for surgical information.3 Encouraging pa-
tients to access treatment-related online health information can 
enhance patient compliance and the patient-physician relation-
ship, while also enabling physicians to stay updated on emerg-
ing treatments.3 However, the expansive digital domain occa-
sionally presents conflicting, obsolete, or excessively technical 
data, potentially exacerbating patients’ decision-making conun-
drum.4 It is critical to understand that the quality of online in-
formation and its integration into medical consultations im-
pacts patient care and patient-physician communication.5 This 
highlights the need for accurate, accessible, and patient-centric 
online educational tools.

Artificial intelligence (AI) is transforming medicine in many 
ways, and the advent of large language models (LLMs) such as 
OpenAI’s chat generative pre-trained transformer (ChatGPT)  
offers a transformative approach to patient education.6 Leverag-
ing their capability to sift through immense data and produce 
human-like narratives, LLMs can produce comprehensive, suc-
cinct, and individualized information to patients.7 However, 
ChatGPT’s real-world performance in complex fields like med-
icine and spine surgery still remains to be seen. Information 
obtained via LLMs may enable patients to better understand 
their disease process and treatment options, potentially improv-
ing the transparency and trust in the surgical decision-making 
process.8 But there is also considerable risk to these models, in-
cluding the potential for inaccurate or biased information that 
can mislead patients and negatively impact their health. The 

goal of this study is therefore to evaluate the accuracy, clarity, 
and comprehensiveness of Open AI’s ChatGPT 3.5 and Google’s 
Bard on 10 frequently asked patient questions regarding lumbar 
fusion surgery.

MATERIALS AND METHODS

A comprehensive Google search was conducted using the 
search terms “frequently asked questions AND lumbar spine 
surgery OR lumbar fusion surgery,” yielding approximately 
4,610,000 results within 0.51 seconds (September 7th, 2023; re-
gion: Germany). For this study, the first 20 Google hits were re-
viewed, and the following inclusion and exclusion criteria were 
applied (Table 1).

Concurrently, a research-specific search was executed on 
PubMed using the term “ChatGPT frequently asked patient 
questions.” In addition, ChatGPT 4 was directly engaged with 
the prompt “Suggest a list of the 20 most common frequently 
asked patient questions about lumbar spine fusion surgery” 
prompting it to generate a list of questions relevant to our study.

This multiphased approach resulted in a consolidated pool of 
158 questions, from which 10 frequently recurring topics emerged 
(Table 2, Supplementary Material 1). The authors reviewed this 
topic list and formulated 10 final questions that comprised the 
most critical and commonly addressed patient concerns on 
lumbar fusion surgery (Table 3). Fig. 1 presents a flowchart out-
lining this process to define 10 final questions.

The final questions were then submitted to the AI chatbot 
ChatGPT 3.5 through its online portal (https://chat.openai.com/
chat) on October 21, 2023, using the following prompt (Answer 
Set #1): “Act as an expert spine surgeon who is up to date with 
the latest scientific research and has years of experience counseling 
patients with empathy and clarity. Provide a comprehensive and 
easily understandable answer to the following question about lum-
bar spine fusion surgery. Limit your answer to 150 words and fo-
cus on the most important aspects.” The same questions and prompt 
were also presented to Google’s Bard (https://bard.google.com/
chat) on the same date (Answer Set #2). For each question, a 

Table 1. Inclusion and exclusion criteria for questions

Inclusion criteria Exclusion criteria

Published after January 1st 2017 Nongeneralizable information, e.g., provider or implant specific details

Published in English language Emphasis on nonneurosurgical aspects, e.g., anesthesiological information

Information presented in FAQ or Q&A sections

FAQ, frequently asked questions; Q&A, questions and answers. 

https://chat.openai.com/chat
https://chat.openai.com/chat
https://bard.google.com/chat
https://bard.google.com/chat
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new window was created in the respective Chatbot to avoid bias 
from the prior questions. A list of all answers provided by the 2 
Chatbots can be found in Supplementary Material 2. ChatGPT, 
by OpenAI, utilizes the generative pre-trained transformer 
(GPT) architecture, focusing on generating broad, versatile re-
sponses across various topics through deep learning techniques.9 
The model is pretrained on a diverse range of internet texts, al-
lowing it to generate responses across a wide array of topics. Its 
iterative training and updates, such as the transition from GPT 

3 to GPT 3.5 and beyond, focus on improving its understanding, 
accuracy, and ability to generate human-like text based on the 
input it receives. Google’s Bard, on the other hand, leverages 
language model for dialogue applications (LaMDA), a system 
designed specifically to handle conversational applications.10 
LaMDA’s training regime includes a blend of reinforcement 
learning from human feedback and other methods to fine-tune 
its performance in dialogue-based tasks. This focus aims to 
produce more relevant and contextually appropriate responses, 

Table 2. Ten most frequent topics

Ranking Topic

1 Definition and purpose 
(e.g., “What is spine fusion (surgery)?,” “Why is spine fusion done?,” etc.) - The intention behind these questions is often to  

understand the nature and objective of the procedure.  
Frequency: 10 times

2 Duration & recovery 
(e.g., “How long does spine fusion surgery take?,” “How long is the recovery after surgery?”) - This theme relates to the  

time-related aspects of the surgery and the recovery phase. 
Frequency: 9 times

3 Risks & complications 
(e.g., “What are the risks of spine fusion surgery?,” “How common is infection after surgery?,” etc.) - These questions highlight  

potential adverse outcomes or challenges following the procedure. 
Frequency: 8 times

4 Success rate & outcome 
(e.g., “What is the success rate of spine fusion surgery?”) - The goal here is to gauge the probable effectiveness and positive  

results of the surgery. 
Frequency: 7 times

5 Approach/method 
(e.g., “Which approach is better for spine fusion surgery? Anterior or Posterior?”) - These questions aim to understand the  

techniques and strategies involved in the procedure. 
Frequency: 6 times

6 Postsurgery limitations & lifestyle 
(e.g., “What limitations will I have after spine fusion surgery?,” “Can I do any activity I want after the surgery?”) - These questions 

seek clarity on how life may change or be restricted following the surgery. 
Frequency: 5 times

7 Preparation & criteria 
(e.g., “When should I get spine fusion surgery?,” “Is outpatient spine fusion surgery safe?”) - This theme encompasses questions  

related to deciding on the surgery and understanding preparatory requirements. 
Frequency: 5 times

8 Postsurgery care & maintenance 
(e.g., “How should I care for my back after spine fusion surgery?,” “What physiotherapy or exercises are recommended  

postsurgery?”) - These questions cover the care and activities required after the surgery to ensure recovery and maintain health. 
Frequency: 4 times

9 Comparisons with other procedures 
(e.g., “How does spine fusion surgery compare with disc replacement?,” “Is spine fusion better than laminectomy?”) - These  

questions look to understand the procedure in relation to other similar or alternative treatments. 
Frequency: 4 times

10 Costs & insurance 
(e.g., “How much does spine fusion surgery typically cost?,” “Is the surgery covered by insurance?”) - Financial aspects and  

concerns about the procedure are addressed in this theme.  
Frequency: 2 times
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especially in conversational settings. This technical diver-
gence—ChatGPT’s wide-ranging generative capabilities versus 
Bard’s conversational precision—highlights their potential dif-
ferences in applicability to medical education and patient com-
munication.

Five blinded spine surgeons (either in spine-fellowship or 
spine-fellowship trained attending spine surgeons who did not 
know that these were LLM-generated responses) rated each re-
sponse using a previously published rating system11: ‘excellent 
response not requiring clarification,’ ‘satisfactory requiring min-
imal clarification,’ ‘satisfactory requiring moderate clarification,’ 
or ‘unsatisfactory requiring substantial clarification.’ Satisfactory 
responses conveyed primarily factual data, largely devoid of in-
accuracies, albeit necessitating some elucidation. Responses 

warranting ‘minimal clarification’ were factually accurate but 
either lacked comprehensive information or failed to capture 
nuances from the literature. Those necessitating ‘moderate clar-
ification’ relayed obsolete or irrelevant data. A response was 
deemed unsatisfactory if it encompassed data that was either 
outdated or overly generic, rendering it susceptible to misinter-
pretation.11

The blinded raters also responded to 2 additional questions 
(Table 4) on a 5-point Likert scale (from “I strongly disagree” to 
“I strongly agree”) to assess whether the responses were easy to 
understand and clearly communicated, as well as whether they 
address patient concerns empathetically and with professionalism.

Data are presented using absolute values, percentages, mean 
and standard deviations for descriptive purposes. The word 
counts from ChatGPT 3.5, and Bard were compared using an 
independent t-test. To assess the relationship between word 
count and median ratings for each model, Pearson correlation 
coefficient (r) was calculated. The distribution of answer ratings 
across predefined categories was analyzed using the Wilcoxon 
signed-rank test, where ‘W’ is the test statistic. This test was 
chosen to compare the differences in ratings between ChatGPT 

Table 3. Ten FAQs that were presented to the large language 
models

No. FAQs

1 What is lumbar spine fusion surgery?

2 How long is the recovery after lumbar spine fusion surgery?

3 What are the potential risks and complications associated with 
lumbar spine fusion surgery?

4 What is the success rate of lumbar spine fusion surgery?

5 Which surgical approach is the best for lumbar spine fusion?

6 What limitations should I expect after undergoing lumbar 
spine fusion surgery?

7 How long is the hospital stay after lumbar spine fusion surgery?

8 How should I care for my back after lumbar spine fusion  
surgery to ensure the best recovery?

9 What are the alternatives to lumbar spine fusion surgery?

10 Is lumbar spine fusion surgery typically covered by insurance?

FAQ, frequently asked questions.

Table 4. Supplementary evaluation criteria for each data set

No. Evaluation criteria

1 The overall content of all answers is comprehensive and covers 
all necessary aspects.

2 The answers are easy to understand and are communicated 
clearly.

3 The answers address patient concerns empathetically and  
professionally.

4 The overall length and detail of each answer are appropriate 
for the target audience.

Fig. 1. Selection process for identifying top 10 FAQs on lumbar spine fusion surgery. This flowchart illustrates the methodology 
from initial search to final question curation. ChatGPT, chat generative pre-trained transformer; FAQ, frequently asked ques-
tions.
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3.5 and Bard. The Mann-Whitney U-test was used to compare 
the ratings between the 2 models for each of the 10 questions. 
The interrater reliability for the ratings was assessed using Co-
hen kappa. All statistical procedures were performed using IBM 
SPSS Statistics ver. 28.0 (IBM Co., Armonk, NY, USA) and Ex-
cel version 2302 (Microsoft 365, Microsoft, Redmond, WA, USA). 
The level of statistical significance was set at p< 0.05.

This study was exempt from Institutional Review Board re-
view.

RESULTS

Despite being prompted to limit the answer to 150 words 
each, Bard’s answers had a significantly higher word count of 

202.6± 42.9 (range, 138–287) compared to ChatGPT 3.5 (mean, 
158.9 ± 18.1; range, 127–189; p< 0.05). ChatGPT’s word count 
was positively correlated with the median rating (r= 0.735, p<  
0.05), while Bard’s word count was negatively correlated with 
the median rating (r= -0.68, p< 0.05).

Across both models and all 10 questions, 97% of answers were 
rated as satisfactory, and only 3% were unsatisfactory. Specifi-
cally, 64% (n= 64) were excellent without any clarification need-
ed, 28% (n= 28) were satisfactory requiring minimal clarifica-
tion, 5% (n= 5) were satisfactory requiring moderate clarifica-
tion, and 3% (n= 3) were unsatisfactory requiring substantial 
clarification (Fig. 2).

For ChatGPT across all 10 questions, 62% of responses were 
excellent without any clarification needed, 32% were satisfacto-
ry requiring minimal clarification, 2% were satisfactory requir-
ing moderate clarification, and 4% were unsatisfactory requir-
ing substantial clarification. Bard had a slightly, but not statisti-
cally significantly, better performance, with only 2% of respons-
es being rated as unsatisfactory requiring substantial clarifica-
tion. For Bard, 66% of responses were excellent, 24% were satis-
factory requiring minimal clarification, and 8% were satisfacto-
ry requiring moderate clarification. There was no statistically 
significant difference in the overall distribution of ratings be-
tween the 2 answer sets (ChatGPT 3.5 vs. Bard, W= 12; p= 1).

For the ChatGPT model, 7 out of 10 questions received me-
dian ratings of “excellent”. Questions Q3, Q4, and Q5 had the 
lowest median ratings of “satisfactory requiring minimal clarifi-
cation” (Fig. 3). The lowest median ratings were seen in Q3 and 
Q5 for the Bard responses, both of which had median respons-

Fig. 3. Distribution of rater evaluations for ChatGPT and Bard across 10 lumbar surgery questions. The bars represent the per-
centage of raters assigning each category. ChatGPT, chat generative pre-trained transformer.

	 Q1	 Q2	 Q3	 Q4	 Q5	 Q6	 Q7	 Q8	 Q9	 Q10 	 Q1	 Q2	 Q3	 Q4	 Q5	 Q6	 Q7	 Q8	 Q9	 Q10

ChatGPT 3.5 Google Bard
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Percentages of answers: excellent response not requiring clarification 
Percentages of answers: satisfactory requiring minimal clarification 
Percentages of answers: satisfactory requiring moderate clarification
Percentages of answers: unsatisfactory requiring substantial clarification

Fig. 2. Pie chart with the distribution of overall ratings, ex-
pressed in percentages, for the combined question set across 
the 2 large language models.
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es of “satisfactory requiring minimal clarification” (Fig. 3).
There was no statistically significant difference in the ratings 

between the 10 answers from ChatGPT compared to Bard 
(Fig. 4; Q1: p= 0.42, Q2: p= 0.18, Q3: p= 1.0, Q4: p= 1.0, Q5: 
p= 0.08, Q6: p= 1.0, Q7: p= 0.52, Q8: p= 0.60, Q9: p= 0.60, and 
Q10: p=0.52). Both model responses had poor interrater reliabil-
ity (ChatGPT: k= 0.041, p= 0.622; Bard: k= -0.040, p= 0.601).

For the questions assessing clarity/easiness to understand and 
empathy/professionalism, the median ratings for both ChatG-
PT and Bard were 5/5. This indicates that on average, raters 
found the answers from both models to be easy to understand, 
clearly communicated, and addressing patient concerns empa-
thetically and professionally. There was no statistically signifi-
cant difference in the median scores between ChatGPT and Bard 
for these 2 questions. However, a select few individual raters 
rated Bard slightly lower on empathy and professionalism in 
addressing patient concerns.

DISCUSSION

AI, particularly language models like ChatGPT, is increasing-
ly being explored for its potential in patient education. Recent 
studies have begun to elucidate the capabilities and limitations 
of AI in different domains of medicine with a special focus on 
patient education.11,12 In our current study, we systematically 
identified common patient questions on lumbar spine fusion 
surgery and evaluated the answers given by ChatGPT 3.5 and 
Google Bard based on ratings by “blinded” spine-fellowship 
trained surgeons.

ChatGPT adhered more closely to the specified 150-word 

limit than Bard. Notably, a positive correlation existed between 
ChatGPT’s word count and higher median ratings, whereas 
Bard’s word count showed a negative correlation with high rat-
ings. This suggests that ChatGPT’s longer responses were re-
ceived more favorably, indicating that its additional content was 
perceived as valuable. Conversely, Bard’s longer answers were 
seen as less effective or relevant, negatively impacting their re-
ception.

The majority of responses for both models were excellent and 
did not require any clarification. Bard slightly outperformed 
ChatGPT in the proportion of excellent ratings, although this 
difference was not statistically significant. In addition, and very 
importantly, both models also achieved very high scores in em-
pathy and professionalism. The slightly lower individual ratings 
for Bard on empathy and professionalism could imply a per-
ceived difference in tone or response style.

Our results are consistent with findings from Ayers et al.,12 
who reported very high quality and empathy of AI-generated 
responses. In fact, in their cross-sectional study of 195 random-
ly drawn patient questions from a social media forum, they 
found that AI-generated responses had higher quality and em-
pathy than physician-generated ones. This suggests that in the 
future, AI may be used to draft initial responses to patient que-
ries, which can then be reviewed and personalized by clinicians. 
Such an approach could revolutionize patient-physician inter-
actions and improve efficiency. In our current study, we did not 
compare the answers given by the LLMs with answers by physi-
cians but focused on assessing the accuracy and reliability of 
the LLM-provided answers. The continual alignment of AI-
generated information with expert knowledge, especially in the 
sensitive field of medicine, will pose an ongoing challenge for 
research in the coming years.

Questions Q3 (risks and complications of surgery), Q4 (sur-
gical success rate), and Q5 (approach/method) for both models 
received lower median ratings, falling into the ‘satisfactory re-
quiring minimal clarification’ category. This suggests specific 
areas where both models need to be improved and fine-tuned. 
These questions represent areas where the application of AI in 
medical contexts faces limitations due to the need for highly in-
dividualized, context-sensitive, and up-to-date information, 
which can be challenging for an AI model to synthesize and 
communicate effectively.

1. Surgical Risks and Complications
Question 3 focuses on the risks and complications of lumbar 

fusion surgery. The complexity in answering this question lies 

Fig. 4. Median ratings comparison between ChatGPT 3.5 and 
Bard. Bars show median scores; error bars show range (mini-
mum–maximum scoring). No significant differences in rat-
ings across all questions. ChatGPT, chat generative pre-
trained transformer. 
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in the multifaceted nature of surgical risks and complications. 
Lumbar spine fusion surgery involves numerous variables, in-
cluding patient-specific factors (age, health status, underlying 
conditions), surgical techniques, and postoperative care. AI 
models may struggle to integrate and personalize this vast, vari-
able data into a concise, patient-specific response. This was sum-
marized in ChatGPT’s answer: “…While these risks exist, they 
are relatively rare, and we strive to minimize them. Your indi-
vidual health, surgical technique, and postopetative care all play 
a role in the outcome. We prioritize your well-being and aim to 
provide the best possible results.” Similarly, Bard summarized: 
“…The risks of lumbar spine fusion surgery vary depending on 
several factors, such as the patient’s age, overall health, and the 
extent of the surgery. Your surgeon will discuss the risks and 
benefits of surgery with you in detail before you make a deci-
sion about whether or not to proceed.” Indeed, the challenges 
faced by AI models like ChatGPT and Bard in addressing ques-
tions about risks and complications stem from the inherent 
multidimensionality of the topic.

2. Surgical Success Rate
Question 4 regarding surgical success rate was another ques-

tion with overall lower ratings. The success rate of lumbar spine 
fusion surgery can be challenging to quantify due to varying 
definitions of “success,” such as pain relief, functional improve-
ment, spinal stability, appropriate hardware placement, and/or 
spinal bony fusion. These outcomes can differ significantly based 
on individual patient characteristics, the specific pathology be-
ing treated, and the surgical techniques used. It is also impor-
tant to consider from whose perspective we are determining 
the success of the surgery, as this could be different for the sur-
geon versus the patient themselves versus the patient’s caregiver. 
AI models may find it difficult to provide a generalized answer 
that accurately reflects the nuanced outcomes of different pa-
tient scenarios. This complexity is acknowledged in ChatGPTs 
answer for Q4: “Lumbar spine fusion surgery can be highly suc-
cessful, but success rates vary depending on individual factors 
and the specific condition being treated. On average, the success 
rate falls between 60% to 90%. Factors influencing success in-
clude patient age, overall health, the surgeon’s skill, and the rea-
son for surgery…”. Bard provided a similar answer: “The suc-
cess rate of lumbar spine fusion surgery is generally considered 
to be high, with studies reporting success rates ranging from 
70% to 90%. Success is typically defined as a significant reduc-
tion in pain and improvement in function. The success rate of 
lumbar spine fusion surgery can vary depending on a number 

of factors, such as the underlying condition being treated, the 
surgical approach used, the skill of the surgeon, and the pa-
tient’s overall health…”.

Both ChatGPT’s and Bard’s responses accurately capture the 
spectrum of factors that can influence the success of a patient’s 
outcomes from spine fusion surgery.

3. Surgical Approach
Question 5 on the best surgical approach is inherently com-

plex due to the evolving nature of surgical techniques and the 
lack of a universally accepted ‘best’ approach. Factors influenc-
ing the choice of surgical approach include the specific spinal 
pathology, surgeon’s expertise, and technological advancements. 
AI models may struggle to make definitive recommendations 
without considering the individualized context of each patient’s 
case. ChatGPT’s answer for this question was: “The ‘best’ ap-
proach depends on your diagnosis, overall health, and surgeon’s 
expertise. It’s vital to discuss these options with your surgeon, 
who will consider your specific case and recommend the most 
appropriate approach.” Bard listed posterior lumbar interbody 
fusion, anterior lumbar interbody fusion, and transforaminal 
lumbar interbody fusion and pointed out the growing trend of 
minimally invasive spine surgery. It went on to say: “Again, it 
has been underlined, that the best surgical approach for lumbar 
spine fusion depends on a number of factors, including the spe-
cific condition being treated, the number of levels being fused, 
and the patient’s anatomy…”.

Neither ChatGPT nor Bard included lateral lumbar interbody 
fusion (LLIF) in their responses. LLIF has emerged as a viable 
surgical approach, particularly noted for its less invasive nature 
and reduced disruption of posterior spinal elements. Studies 
have shown LLIF to be effective in achieving spinal fusion with 
potentially lower complication rates and less postoperative pain, 
especially beneficial in multilevel spine disorders and deformi-
ties.13

Both AI models’ responses, while broad and general, aptly 
capture the multifactorial and individualized nature of deter-
mining the ‘best’ surgical approach. Studies have shown that 
the complication rates of a surgeon’s surgical approach depend 
on several factors, including the patient’s unique pathology, the 
number of spine levels involved, or the specific surgical devices 
and techniques employed—all of which shape the risk and out-
come profile of the surgical intervention.14,15 This underscores 
the need for a personalized approach in surgical planning to 
optimize patient outcomes.

Our study is limited in that it is a small study with only 5 rat-
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ers. We had poor interrater reliability, suggesting that there may 
be differences in subjective interpretation of the models’ an-
swers, and/or different expectations for what constitutes a clear 
and comprehensive answer. In addition, our raters were all prac-
ticing spine surgeons, and we did not include any patients them-
selves. As a result, our findings do not necessarily reflect the pa-
tient perspective on the clarity and utility of the Chatbot re-
sponses to patient questions on lumbar fusion surgery. In addi-
tion, newer versions of LLMs have already been developed since 
this analysis was performed, and will continue to evolve at a 
rapid rate, potentially further improving the AI-generated re-
sponses. It’s important to note our study intentionally focused 
on evaluating LLMs based on real-world, patient-posed ques-
tions from frequently asked question (FAQ) sections, rather than 
optimizing inquiries for maximal LLM performance. This ap-
proach aims to provide insights into the actual advice patients 
might encounter online, acknowledging a potential trade-off in 
analytical precision. Further, our study did not assess the con-
sistency of LLM responses to the same question asked multiple 
times. This decision was based on our aim to evaluate the LLMs’ 
performance in typical, real-life single-query interactions rather 
than exploring the variability of responses.

Recognizing that not all individuals with spinal conditions 
may be proficient in using AI, our study specifically evaluates 
LLM efficacy for users who engage with these platforms. This 
focus aims to shed light on AI’s capabilities and constraints in 
enriching patient education among digitally inclined segments 
of the population.

In the future, incorporating individualized patient data, as 
well as data from specific surgeons and spine centers, into AI-
based LLMs could significantly enhance the precision and rele-
vance of the information provided by AI, making it a more ef-
fective tool in patient education and decision-making. Person-
alized data would allow for more tailored responses regarding 
risks and outcomes, while center-specific data can inform pa-
tients about the practices and success rates of particular sur-
geons or facilities. This approach could not only aid in in-
formed decision-making but also facilitates quality improve-
ment and benchmarking in medical practices.16 However, en-
suring data privacy and ethical use of this data will be essential 
in this process.

A recent study by Rajjoub et al.17 assessed ChatGPT’s respons-
es against the 2011 North American Spine Society Clinical Guide-
line for lumbar spinal stenosis (LSS). This comparative analysis 
revealed that ChatGPT’s responses were congruent with the 
current literature on LSS. Specifically, the study found align-

ment in ChatGPT’s answers regarding the definition, diagnostic 
tests, and both nonsurgical and surgical interventions for LSS. 
The authors suggested that ChatGPT can effectively support 
the decision-making process for LSS diagnosis and treatment, 
potentially making it a valuable tool in the context of lumbar 
spine fusion surgery education.

Beyond specific surgical contexts, AI’s role in patient educa-
tion spans various areas. An article from the American Medical 
Association’s Journal of Ethics highlights the potential for AI to 
enhance patient-clinician relationships.18 The authors suggest-
ed, that by automating routine inquiries and administrative 
tasks, AI could allow clinicians to focus more on patient inter-
action and relationship-building. This aspect is particularly rel-
evant for patient education, where AI could provide detailed 
and personalized information about treatment options, thus fa-
cilitating shared decision-making.

CONCLUSION

LLMs like ChatGPT and Bard hold significant promise for 
patient education in lumbar spine fusion surgery and broader 
medical contexts. In this study, we find that both LLMs produce 
accurate, clear, and empathetic responses to the most commonly 
asked questions about spinal fusion surgery. Nevertheless, hu-
man oversight remains crucial to ensure the effective and ap-
propriate use of AI in healthcare. Training the models with pa-
tient-, surgeon-, and center-specific data may potentially in-
crease their value. Future research should continue to explore 
and refine AI’s role, aiming for a harmonious integration of 
technology and human expertise in patient care and education.
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