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Clinical medicine is a constantly changing field. However, no change is perhaps as drastic 
as the integration of machine learning (ML) and artificial intelligence (AI) into clinical 
practice. This rapid adaptation has recently been stretched with the introduction of the chat 
generative pre-trained transformer (ChatGPT) in 2022. Unlike many other complex tools 
for ML, ChatGPT is a large language model (LLM) developed with the intent for rapid use 
by the lay audience. The tremendously low barrier to entry—namely involving generation 
of an account—has led to expansive interest in the use of ChatGPT in nearly every subfield 
of surgery, including spine surgery and low back pain. The goal of the study by Mejia et al.1 
was to assess the ability of ChatGPT to provide accurate medical information regarding the 
care of patients with lumbar disk herniation with radiculopathy.

The research team developed a series of questions related to lumbar disk herniation, us-
ing the 2012 North American Spine Society (NASS) guidelines as a gold standard.2 They 
then collected responses from both ChatGPT-3.5, and ChatGPT-4.0. They quantified sev-
eral metrics for each response. A response was considered accurate if it did not contradict 
the NASS guidelines. It was considered overconclusive if it provided a recommendation 
when the NASS guidelines did not provide sufficient evidence. A response was supplemen-
tary if it included additional relevant information for the question. Finally, a response was 
considered incomplete if it was accurate but omitted relevant information included within 
the NASS guidelines.

Both ChatGPT-3.5 and -4.0 provided accurate responses to just over 50% of questions. 
Nearly half of all responses were also overconclusive, providing recommendations without 
direct backing of the NASS guidelines. Interestingly, both models provided supplemental 
information in most of their responses yet were also noted to have provided incomplete re-
sponses to 11/29 and 8/29 questions for  ChatGPT-3.5 and -4.0, respectively.

At face value, these findings indicate that both ChatGPT models provided inaccurate and 
overconclusive recommendations in the context of lumbar disk herniation with radiculopa-
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thy. However, the recommendations from NASS 2012 did not 
account for evidence from the following decade of research 
which may have been considered in the responses generated by 
ChatGPT. To assess this, the authors looked at several of the 
recommendations generated by ChatGPT which were either 
inconsistent with the NASS 2012 guidelines or classified as over-
conclusive. In doing so, they found that ChatGPT appeared to 
have extrapolated several heuristics from more recent literature. 
These included (1) lower risk of infection at ambulatory surgery 
centers, (2) reduced costs of microdiscectomy in the ambulatory 
setting, and (3) reduced complication rates from full endoscop-
ic lumbar discectomy as compared to open discectomy/micro-
discectomy. While there is some evidence for each of these heu-
ristics, they all represent generalizations of extremely complex 
systems. While the authors do mention that ChatGPT “duly 
recognized” the limits of these heuristics, it is unclear how this 
was conveyed in the final response, and whether a lay reader 
could have understood these caveats.

 The salient message from these data is that both ChatGPT 
models cannot reliably provide accurate recommendations for 
the management of lumbar disk herniation with radiculopathy. 
Furthermore, both often provide overconclusive recommenda-
tions which appear to be extrapolated from literature published 
after 2012. This tendency reflects a potentially dangerous phe-
nomenon among LLMs: the ability for them to “hallucinate.” A 
LLM “hallucination” takes place when the model’s response to a 
question includes inaccurate conclusions or assertions. It can 
be the result of (1) inaccurate or contradictory source material, 
(2) missing data, (3) the model’s variability parameter (often 
called its “temperature”), or any combination of the above.

There are several ways to mitigate LLM hallucination, which 
are applicable in the future use of ChatGPT as a potential clini-
cal tool. The first is the use of reinforcement learning from hu-
man feedback, a paradigm wherein models utilize feedback from 
users in real-time to fine-tune their text-generation parameters.3 
Another important method is retrieval augmented generation 
(RAG), a technique wherein a “retriever” pulls data from a rele-
vant corpus of knowledge to optimize the prompt fed to the 
generative engine behind GPT or any other LLM.4 The RAG 
architecture has recently seen application in neurosurgery with 
the creation of AtlasGPT.5 Yet another approach involves the 
use of data source “weights” to assign a degree of trust to each 
source: some sources such as peer-reviewed scientific literature 
could carry greater weight than text from pharmaceutical ad-
vertising websites. The challenge herein resides in the vast vol-
ume of data to be weighted, a task which may need its own 

complex LLM. Finally, model “temperature,” the parameter as-
sociated with the variability can be adjusted to minimize hallu-
cination.

This study clearly outlines the limits of using a general LLM 
like ChatGPT to help guide patient care without any adjust-
ments. However, there are several ways this work could have 
been improved to provide further insight into the development 
of future tools for guiding patient care in the spine clinic and 
ward. Firstly, the authors utilized prompts that matched nearly 
word-for-word with NASS 2012 guidelines. This allowed them 
to assess the model’s ability to regurgitate guidelines, but failed 
to demonstrate how ChatGPT would respond to realistic clini-
cal questions from patients and physicians. Furthermore, they 
did not attempt to perform prompt engineering, the practice of 
optimizing the way an LLM is queried to generate clear results.6 
Without rigorous prompt engineering, even the best LLMs can 
provide ambiguous, or biased results, rely too heavily on pat-
terns within training data, or even entirely misinterpret the in-
tent of the user’s question. The authors note this when asking 
ChatGPT on the “value of treatment,” and the model assumed 
the reader was asking about the relative value of different surgi-
cal procedures. Rather than using prose questions taken from 
the NASS guidelines, future work could utilize descriptions of 
patient or physician queries organized within a custom prompt 
optimized through several rounds of prompt engineering using 
common patterns described in the LLM literature.6

Another limitation of this work was the use of the ChatGPT 
online interface, rather than its application program interface. 
While the use of the interface does better reflect the most com-
mon interface used by physicians and patients, it also prevented 
the authors from testing model output stochasticity by varying 
its “temperature.” A final limitation herein was the fact that the 
NASS 2012 guidelines may have been used as elements of the 
ChatGPT-3.5 and -4.0 training sets. This could similarly be 
prevented with the use of user-generated prose addressing 
NASS guidelines, without the use of similar or identical ques-
tions and text.

The world of clinical medicine has entered a new renaissance 
with the advent of ML tools like ChatGPT. This work demon-
strates that rapid growth in the clinical application of AI comes 
with significant risks, especially when tools like ChatGPT are 
so readily accessible by patients and physicians. It is crucial that 
all healthcare workers, whether they are actively engaged in AI 
work or not, to use care in their use of LLMs and their conver-
sations with patients on this new technology.7 As this technolo-
gy becomes more mature, it will be interesting to see if these 
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models will start to ‘outperform’ our benchmarks of clinical 
care guidelines, controlled studies and ‘clinical judgement.’
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